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The excited states of model chromophores of the photoactive yellow protein and of rhodopsin are studied
using ab initio many-body perturbation theory �within the GW approximation and Bethe-Salpeter equation�.
Calculations beyond the Tamm-Dancoff approximation, i.e., consideration of the resonant-antiresonant transi-
tion coupling, are needed for an accurate description of the lowest �→�� excitations due to the large exchange
interaction between the electron and hole localized in the low-dimension systems. The inclusion of dynamical
effect in the electron-hole screening is important for an accurate description of the lowest n→�� excitations.
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The photoactive yellow protein �PYP� and rhodopsin are
photoreceptors that transform light into biological signals.
Their photocycles are initiated by the photoinduced isomer-
ization of the small chromophores, p-coumaric acid �pCA�
for PYP and the protonated Schiff base of retinal for rhodop-
sin. Because of their unique biochemistry and photophysical
properties, these chromophores have been the subject of sev-
eral spectroscopic investigations.1–3 To explain the very first
photoresponse of these chromophores, their excited states
have been studied at various levels of quantum theory,3–8

ranging from time-dependent density-functional theory �TD-
DFT� to coupled cluster methods and second-order
perturbation-theory techniques like CASPT2. However, due to
the complexity in the excited states, whose description must
include not only the electron-electron �e-e� but also the
electron-hole �e-h� interaction, the agreement between the
as-obtained theoretical results and the experimental ones are
not good. At variance from excitons in three-dimensional
extended systems where the electron and hole are loosely
bound, excitons �Coulomb-correlated e-h pair created by a
photon� in chromophores are confined to a quasi-zero-
dimensional space, where the e-e and e-h exchange and cor-
relation interactions and the excitonic binding energy are
large. This imposes the requirement on the high-order inter-
actions within electrons and excitons as discussed below for
a correct description of the excitations in the chromophores.

Many-body perturbation theory �MBPT� has been widely
and successfully used for optical excitations in many sys-
tems, including crystals, clusters and molecules.9–12 In this
work, we test the importance of effects such as those of the
resonant-antiresonant coupling �RARC� and of the dynami-
cal screening, which are commonly neglected in the calcula-
tion of optical spectra, for biological chromophores, so to
provide a set of guidelines for future studies of excitations in
similar low-dimensional systems by MBPT and other theo-
retical methods.

Within MBPT, electronic exchange and correlation effects
are included in the electron self-energy operator in terms of
Hedin’s GW approximation �GWA�,13 accompanied by the
solution of the Bethe-Salpeter equation �BSE� for correlated
e-h excitations from first principles.9,14 Within the Tamm-
Dancoff approximation �TDA� which is commonly em-

ployed for the calculation of optical spectra, only the reso-
nant part of the BSE Hamiltonian is taken into account,
while the coupling between transitions of the positive �reso-
nant part� and negative �antiresonant part� frequencies are
neglected.14 However, TDA breaks down for the electron-
energy-loss spectra of silicon15 and the response properties
of carbon nanotubes at high energy region where mixing of
exciton and plasmon emerges.16 TDA is also found to over-
estimate the absorption peak of trans-azobenzene by 0.2
eV.16 In this Rapid Communication we show that the influ-
ence of RARC in the investigated biological chromophores
can amount to 0.4�0.5 eV for the lowest �→�� excitation
due to the large e-h exchange interaction; hence, it cannot be
neglected.

Dynamical screening effects in the e-h interaction have
been found to be crucial for core excitons.17,18 For valence
excitons, the dynamical effects ��0.1 eV for the excitation
energy� can be neglected when the excitonic binding ener-
gies are much smaller than the plasma frequencies �or the
quasiparticle �QP� band gap� of the investigated system.9,14

Here we demonstrate that in biological chromophores the
dynamical corrections for the n→�� excitations are promi-
nent and cannot be ignored, while those for the �→�� ex-
citations are significantly smaller.

MBPT calculations begin with conventional DFT calcula-
tions, followed by QP band-structure and optical excitation
calculations within the GW+BSE approach. The frequency
dependence of the screening and its influence on the self-
energy operator in GWA and the e-h interaction in BSE are
described by a generalized plasmon-pole model �PPM�.9,19

For singlet-to-singlet excitations, the generalized BSE
takes the form14

� R C

− C� − R� ��A

B
� = ��A

B
� , �1�

with R=D+2KR,x+KR,d, C=2KC,x+KC,d, and
D� �Ec

QP−Ev
QP�.9 R and −R� are the Hamiltonians corre-

sponding to the resonant and the antiresonant parts of the
transitions, respectively, while C and −C� are the coupling
terms between the resonant �v→c� and antiresonant
�c→v� transitions. KR,x�KR,d� and KC,x�KC,d� are the bare ex-
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change term �screened direct term� of the e-h interaction
kernel for the resonant transition and the corresponding cou-
pling terms, respectively. Ec

QP and Ev
QP are the quasiparticle

energies for the unoccupied �conduction� and occupied �va-
lence� orbitals, respectively. � is the excitation energy.
Within TDA, C is assumed to be zero; this is a good approxi-
mation for cases where the coupling terms are much smaller
than the resonant and antiresonant terms. If C is comparable
to R, one has to solve the eigenvalue problem in Eq. �1� with
a non-Hermitian Hamiltonian. The eigenvalues of the non-
Hermitian Hamiltonian can be found by Cholesky
decomposition.20

Within PPM, the direct interaction of the resonant transi-
tion KR,d is calculated by9

Kvc,v�c�
R,d ��� = − �

l
	 dxdx��c

��x��c��x��v�x���v�
� �x��

�Wl�r,r��
zl�l

2 
 1

�l − �� − �Ec�
QP − Ev�

QP��

+
1

�l − �� − �Ec
QP − Ev

QP��� , �2�

where �l is the plasmon frequency and Wl�r ,r�� is the spatial
behavior of the screened interaction at the plasmon mode l. zl
is a parameter to reproduce the static limit of the dielectric
function. The matrix elements of KC,d have a similar form.
The direct interaction is responsible for the binding between
electron and hole in the exciton. The static screening �i.e.,
approximating both energy denominators in Eq. �2� to �l�
constitutes the main part of the e-h attraction, while the dy-
namical effects are usually much smaller and can thus be
considered as a perturbation to the results from static screen-
ing. The BSE including dynamical effects is solved through
first-order perturbation theory, i.e., by

�� = �
vc,v�c�

Avc
� �Kvc,v�c�

R,d ��� − Kvc,v�c�
R,d �static��Av�c�. �3�

Note that the underlying GW single-particle levels are calcu-
lated from dynamical screening in all cases.

We select two PYP model chromophores, p-coumaric acid
�pCA� and deprotonated thiomethyl p-coumaric acid
�TmpCA−�, and one retinal chromophore, 11-cis protonated
Schiff base of retinal �PSB11� as shown in Fig. 1. pCA is
charge neutral, while the others are singly charged systems
�TmpCA− is negatively charged while PSB11 is positively
charged�. Reliable experimental data for the lowest excita-
tion energies are available and provide a good benchmark for
the theory.1,3

The ground-state geometries are optimized within DFT
with the SIESTA code,21 using Troullier-Martins pseudopoten-
tial and the Perdew-Burke-Ernzerhof exchange-correlation
functional with double 	 plus a single shell of polarization
function as basis set. The excitation energies are then calcu-
lated for the ground-state structures according to the Franck-
Condon principle. Gaussian orbitals are used as basis func-
tions to represent quantities occurring in the GW self-energy
operator and the electron-hole interaction in BSE.

Within TDA and the static limit of the e−h direct inter-
action �see the third column of Table I�, the calculated ener-
gies for the lowest excited state �S1� are about 0.6 eV higher
than the experimental values for the charged systems and 0.4
eV for the neutral pCA. For the two charged molecules, the

TABLE I. The lowest two excitation energies �in eV� of PYP
and retinal chromophores calculated by different approaches and
their comparison with reference experimental values. The third col-
umn �“TDA”� refers to calculations within the Tamm-Dancoff ap-
proximation while the fourth and fifth columns �“full BSE”� include
resonant-antiresonant coupling �cf. Eq. �1��. While the third and
fourth columns have been obtained from static screening for the e-h
interaction, dynamical effects are included in the fifth column by
perturbation theory �cf. Eq. �3��.

State

MBPT

Exp.

TDA Full BSE

Sta. Sta. Dyn.

pCA S1 4.46 4.06 3.94 4.06,b 4.00d

S2 4.25 4.33 4.20 4.37b

TmpCA− S1 3.34 2.91 2.80 2.78c

S2 3.44 3.44 3.19 3.14c

PSB11 S1 2.61 2.13 2.04 2.03a

S2 3.29 3.05 3.01 3.18a

aReference 1.
bReference 3.
cReference 5.
dReference 22.

(a) (b)

(c)

OO

O
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O

N

FIG. 1. �Color online� Structures of the PYP and retinal chro-
mophores studied in this work: �a� p-coumaric acid, �b� deproto-
nated thiomethyl p-coumaric acid, and �c� 11-cis protonated Schiff
base of retinal. O, S, and N represent oxygen, sulfur and nitrogen
atoms, respectively, while the large circles and the small circles
without element symbols represent carbon and hydrogen atoms,
respectively.
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S1 state is predominantly a �→�� transition �80–90 % of
the oscillator strength� from the highest occupied molecular
orbital �HOMO� to the lowest unoccupied molecular orbital
�LUMO�. For the neutral pCA, however, the TDA places the
HOMO→LUMO �at 4.46 eV� above another transition �at
4.25 eV�. Going beyond the TDA lowers the former by 0.4
eV and raises the latter by 0.08 eV, thus changing the order-
ing of the two states and yielding the HOMO→LUMO�
→�� dominated transition �labeled S1� as the onset of the
spectrum.

Inclusion of RARC decreases the energies of the S1 states
for the three molecules by 0.4–0.5 eV. In molecules where
the RARC effects are negligible, e.g., SiH4, the diagonal ma-
trix elements Kvc,vc

R,x , Kvc,vc
C,x , and Kvc,vc

C,d are usually smaller
than 5% of Kvc,vc

R,d ; the matrix elements Cvc,vc for the coupling
term are also smaller than 5% of Rvc,vc for the resonant part
for the transitions v→c. For the S1 state in the three selected
chromophores, the size of Cvc,vc for the HOMO→LUMO
transition can be up to 60% of Rvc,vc as shown in Table II.
This is mainly due to the large exchange interaction between
electron and hole. For higher �→�� excitations, such as S2
in PSB11, the RARC correction to the excitation energies is
much weaker because of the smaller exchange interaction
and the larger QP transition energy between the electron at
LUMO and the hole at HOMO-1. The S2 state in pCA is also
of �→�� type but is composed of more transitions
�mainly HOMO−2→LUMO+1, HOMO→LUMO, and
HOMO→LUMO+1� in a complex way; here the inclusion
of the coupling terms increases the excitation energy by a
small amount at variance from the other �→�� excitations
where the excitation energies are lowered.

The S2 states in TmpCA− is of n→�� character, with the
n orbital relating to the lone pair of the phenolic oxygen. The
n→�� excitation is dominated by the HOMO−1→LUMO
transitions. The exchange interaction between the HOMO-1
and LUMO and the RARC terms are very small as shown in
Table II. Hence, TDA is accurate enough for the n→�� ex-
citation. Note that the oscillator strength of the n→�� exci-
tation is orders of magnitude smaller than that of the
�→�� excitation, so it contributes only weakly to the opti-
cal spectrum.

Since the RARC effect is stronger in PSB11 where the
HOMO and LUMO are localized on the polyene chain,8 we
may conclude that the short polyene chain present in the
chromophores is responsible for the strong RARC effect. By

calculating the excitation energy of polyene chains �CnHn+2�
with different length, we find that the RARC effect dimin-
ishes gradually for the lowest bright exciton, from 0.75 eV
for n=4, 0.48 eV for n=16, to 0.12 eV for n=32, due to the
wider spread of HOMO and LUMO with the increasing of
chain length. We should mention here that although the
RARC effect is small for the lowest bright excited state of
C32H34, the RARC term still cannot be neglected since the
order of its lowest two excited states, one bright and one
dark, is swapped from TDA to full BSE, the lowest being
dark within the former and being bright within the latter. For
more delocalized �-bonded systems, such as poly�para-
phenylene� and �carbon or boron-nitride based� nanotubes,
the error caused by employing the TDA is much smaller,
about 0.1 eV for the former and nearly zero for the latter.

TDDFT, another widely used ab initio method for study-
ing the excited states of organic molecules, has a Hamil-
tonian formulation of the same form as Eq. �1�, with the only
difference with respect to BSE being that the dynamical
screening interaction W in Eq. �2� is replaced by an
exchange-correlation kernel.14,23 Compared to the full
TDDFT,24 the Tamm-Dancoff approximation to TDDFT was
found to give a 0.4�0.5 eV higher excitation energy for
short polyene chains, while the results from TDDFT/TDA
agreed much better with experiments than the full TDDFT.24

A recent TDDFT calculation draws an opposite conclusion
that the full TDDFT is more appropriate than TDDFT/TDA
for PSB11.8 TDDFT has limitations in accurately describing
the excitation of polyene chains and chromophores25 and its
performance depends strongly on the exchange-correlation
kernel used. The important role of the exchange interaction
demonstrated by our work can provide guidelines for the
selection of exchange-correlation kernel for future TDDFT
calculations of chromophores and similar systems.

Inclusion of the dynamical screening decreases the exci-
tation energy by about 0.3 eV for the n→�� transitions, but
by only 0.1 eV for the �→�� transitions. The direct inter-
action in the RARC part is much smaller than that in the
resonant part, and the dynamical screening effects mainly
come from the resonant part. Hence, here we only discuss the
dynamical effects in KR,d. The dynamical screening correc-
tion �Kvc,v�c�

R,d ��� cannot be ignored when either �i� the exci-
tonic binding energies are of the same order of magnitude as
the characteristic frequencies �l occurring in the dielectric
screening �cf. Eq. �2�� �this is the case for both the �→��

and the n→�� excitations in TmpCA−, although the binding
energies of the former are usually �1 eV smaller than the

TABLE II. Diagonal matrix elements Ec
QP−Ev

QP, Kvc,vc
R,d , Kvc,vc

C,d ,
Kvc,vc

R,x �=Kvc,vc
C,x �, Rvc,vc, and Cvc,vc for selected transitions v→c for

TmpCA− and PSB11 �in eV�. H and L denote HOMO and LUMO,
respectively. The HOMO→LUMO and HOMO−1→LUMO tran-
sitions are the main components of the S1 and S2 excited states for
TmpCA− and PSB11, respectively.

v c Ec
QP−Ev

QP KR,d KC,d KR/C,x R C

TmpCA− H−1 L 7.81 −4.23 −0.08 0.10 3.78 0.12

H L 6.03 −4.53 −0.56 1.50 4.50 2.44

PSB11 H−1 L 5.62 −3.58 −0.34 0.97 3.98 1.60

H L 4.50 −3.58 −0.45 1.19 3.30 1.93

TABLE III. The dynamical screening corrections �Eq. �3��
to the lowest n→�� excitation �state S2� of TmpCA− arising
from the diagonal matrix element �second row� and one
off-diagonal matrix element �third row�. Kvc,v�c�

R,d , �Kvc,v�c�
R,d

�=Kvc,v�c�
R,d ���−Kvc,v�c�

R,d �static�� and �� are in eV. H and L denote
HOMO and LUMO, respectively.

v c v� c� Avc Av�c� Kvc,v�c�
R,d �Kvc,v�c�

R,d ��

H−1 L H−1 L 0.95 0.95 −4.23 −0.05 −0.05

H−1 L H−1 L+5 0.95 −0.27 0.80 0.21 −0.06
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latter�; or �ii� the excitations are composed from free e−h
transitions with very different energies �Ec

QP−Ev
QP�. For S2 of

TmpCA−, which is the lowest n→�� excitation, the contri-
bution from the off-diagonal element of Kvc,v�c�

R,d , where
v→c and v�→c� belong to different transitions, is the main
part of the dynamical screening correction and amounts to
−0.2 eV, and the largest off-diagonal contribution comes
from the dynamical screening correction to
KHOMO−1,LUMO;HOMO−1,LUMO+5

R,d as shown in Table III. The
large contribution from the off-diagonal terms results from
the large contribution of the transition v→c with
v=HOMO−1 and c�LUMO to the lowest n→��

transition, the amplitude �Avc� of which reaches 0.27 �see
Table III�. The contribution from the diagonal terms, e.g.,

�KHOMO−1,LUMO;HOMO−1,LUMO
R,d as shown in Table III, is only

−0.05 eV.
In conclusion, the excited states of PYP and retinal chro-

mophore models can be accurately described within MBPT,
if the resonant-antiresonant coupling beyond the commonly
employed TDA �in particular for the �→�� excitations�, as
well as dynamical screening effects in the e-h interaction �in
particular for the n→�� excitations� are included. The
resonant-antiresonant coupling effect is pronounced for the
lowest bright excited state of a linear molecule encompass-
ing a short polyene chain.
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